Preliminaries



Outline

* Linear Algebra
 Calculus
* Probability



Vector

 Think of a vector as a directed line

segment in N-dimensions! (has “length”
and “direction”)

* Basic idea: convert geometry in higher
dimensions into algebra!

* Once you define a “nice” basis along
each dimension: x-, y-, z-axis ...

e VVector becomes a N x 1 matrix!

* 1-dimensional array

V=




Vector Addition:

A+B = (x, %)+ (¥, ¥,) =, + ¥, X, + 1,)

A+B=C
(use the head-to-tail method
to combine vectors)




Scalar Product:
av =a(x,x,)=(ax,,ax,)

av

/

Change only the length (“scaling”), but keep direction fixed.

Sneak peek: matrix operation (Av) can change /length,
direction and also dimensionality!




Vectors: Dot/Inner Product

Think of the dot product as

_ g7 _ _
A-B=48 = [a b C] ¢ |=ad+betcf a matrix multiplication

||A||2 — A" 4 = qa +bb + cc The magnitude is the .dot.
product of a vector with itself

The dot product is also related to the

A-B =[] |B|cos(6) angle between the two vectors

A-B=0&< ALB



Projection: Using Inner Products

Projection of x along the direction a (||a|| = 1)




Matrix

* A matrix is a set of elements, organized into rows and columns
e N X M matrix
e 2-dimensional array

* Transpose columns

a b
lc d

rows




Elementwise Matrix Operations

e Addition, Subtraction, Multiplication: creating new matrices (or functions)

I A [
S P B

2 aly =l an



Matrix Times Matrix

[
Ly Ly Ly

L=M-:N

M1t
[ @ [ I 12 13
Ly L, Ly|=|my m, my

My My,  Mysy

l,, =myn, +m,n,, +m;n,,




Multiplication

* |s AB =BA? Maybe, but maybe not!
a ble f| |aet+tbg .. e fla b| |eatfc ..
c dig h L g h|c d o

* Matrix multiplication AB: apply transformation B first, and then
again transform using Al

* Heads up: multiplication is NOT commutative!



Matrix operating on vectors

e Matrix is like a function that transforms the vectors on a plane

* Matrix operating on a general point => transforms x- and y-components

» System of linear equations: matrix is just the bunch of coeffs !

a b | x X'

c djy] |-

° X’ :ax+by

Y =ox+dy




Matrices: Scaling, Rotation

[0,1]" [0,r,]7

scaling t
[1,0] [ry,0]"

[cose -sine]

[0 1]T sin@ cos0 [-sin0, coso]"

, . [cos0, sin6]"
rotation \/
0 ‘

[1,0]



Inverse of a Matrix

* |dentity matrix:
Al=A

* |Inverse exists only for square
matrices that are non-singular

 Some matrices have an inverse,
such that:
AA1= | =

o O
oS = O
—_ 0 O




Tensors

* A generic way of describing N-dimensional arrays
* Vector: first-order tensor
* Matrix: second-order tensor

XIINXIZNXIEN X
T = Xul Xlzl X131 "t Xﬁzmm
A three-order tensor X, X X, - X,
L XL
XI\HIXNEIXI\BI " }{NNI




Derivatives and Differentiation

* For a function y = f(x), the derivative of f is defined as

d h) —
RPN (CE20kd ()

If f'(a) exists, f is said to be differentiable at a, where the derivative is f'(a)
e Example: f(x) = 3x% — 4x

* f'(a) can also be interpreted as the slope of the tangent line to the curve of f at
point a

— f(x)
—==- Tangent line (x=1)




Partial Derivatives

 Extend the ideas of differentiation to multivariate functions.

* Let y = f(xq1, X5, ...,X,) be a function with n variables. The partial derivative of
y with respect to its ith parameter x; is
dy gy xR X)) — (X, e, Xy e, X))
= lim
5xl- h—0 h
dy

axi
calculate the derivative of y with respect to x;.

* To calculate —, we can simply treat x4, ..., x; — 1, x; + 1, ..., x,, as constants and

« Example: f(xq,xy) = x% + x5 + x1%,



Gradients

* Let x = [xq1, X5, ..., X |, the gradient of function f(

of (x) df (x)

Vi(x) =

The gradient field < 2x-4 , 2y+2 >

of (x)
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Chain Rule

* Help us to compute derivatives for composite functions.

* Three variables: z, y, x.

cz=f),y= g(xc)lz dzdy

dx - dydr f'lag(x))g'(x)

* Extend to partial derivatives

*Z :f(y Y ;---;ym);yi — gi(x X ""!xn)
Y78z "0z oy, +1822 0y,', . 0z Oym
dx; 0y, 0dx; 0dy, 0x; 0Ym 0X;




Random Variables

e A variable whose value is not deterministic.

A discrete random variable X takes value from a sample space (e.g.,
S =1{1,2,3,4,5,6}). The distribution P(X) tells us the probability that
X takes any value.

* A continues random variable X takes value from a continuous domain
(e.g., R). The probability density function f (x) tells us the likelihood
that we see a value. The cumulative distribution function P(x) tells us
the probability that X will take a value less than or equal to x.



Bayes’ Theorem

* Joint probability P(A = a,B = b): The probability that A = a and
B = b happen simultaneously.
P(A=a,B=b)

* Conditional probability P(B = b|A = a) = Pla=a) : The

probability of B = b, provided that A = a has occurred.
* Marginalization: P(B) = )., P(A4,B)

e Bayes’ theorem:

P(B|A)P(A)
P(B)

P(A|B) =



Expectation and Variance

* The average of the random variable X is quantified by its expectation:

E[X] = pr(x — x)

X
* The expectation of function f(x):

Evepolf @] = ) FQP@)

* How much the random variable X deviates from its expectation is
quantified by the variance:

Var[X] = E[(X — E[X])?] = E[X?] — E[X]*
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